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Abstract: This contribution provides the updates of evaluation and interim conclusion for KI#2.
1. Introduction/Discussion
Overall, thirteen solutions are addressed for KI#2: Support of network slice related quota on the maximum number of PDU Sessions. Among them, 
· Ten solutions (Sol #5, #6, #7, #8, #9, #10, #11, #18, #19 and #38) are addressed to KI#2 by proposing various quota control and enforcement mechanisms (i.e., centralized or distributed) and different proposal of quota control and management NFs, including OAM, new NFs or existing 5GC NFs. 
· Three solutions (sol #32, #35, #36) are addressed specific features, e.g., operator's policy configuration, differentiation of service(s), or handover, for KI#2.
As sol #8 cannot work in multi-vendor case and sol #32, #35 and #36 can be built on top of all other solution, these four solutions are not considered at the following solution analysis.
1.1	Technical Discussion
The following technical discussion are proposed for the updates of evaluation and conclusion of KI#2.
Technical Discussion #1: Accuracy of SLA enforcement
The NW Slice quota enforcement requires an accurate quota control and enforcement. It means that at any time, the slice SLA quota must be enforced as accurately as possible according to the allowed quota and the remaining quota. It should avoid over-enforcement (i.e., UEs’ requests are accepted although the allowed quota is consumed) or under-enforcement (i.e., UEs’ requests are rejected although the remaining quota is available) due to the delay in quota status reports, notifications or updates. Hence, the actual control and decision should be taken by the available remaining quota at NW Slice quota enforcement NF, based on the measurement based quota status.
In solution #5 and #9, NWDAF is considered to support NW Slice quota enforcement decision by utilizing Analytics data, which results over- and under-enforcement of quota. This problem cannot be overcome completely even if the solution considers a very high reporting and notification frequency. In addition, the Analytics data for a decision making is not aligned with the intention of NWDAF.
Proposal #1: The solutions for KI#2 must be able to guarantee the slice SLA enforcement at any time and as accurately as possible. It should avoid over-enforcement or under-enforcement. The NW Slice quota enforcement should be based on the available remaining quota at NW Slice quota enforcement NF (i.e., real time measurement of established PDU Sessions), but not the analytics data provided by NWDAF. 
1.2 	Open Issues Discussion
The following open issues are discussed for the updates of evaluation and conclusion of KI#2.
Open Issue #1: Whether the NW Slice quota check is distributed or centralized.
· Alt #1: The NW Slice quota check is distributed at one or more network function(s) in 5GC, e.g., multiple instances of a particular 5GC NF. The NW Slice quota enforcement functionality in a distributed model enforces session control at one or more distributed quota check NFs based on the network slice local quota, which is a subset of S-NSSAI quota available. In a distributed model, the network slice local quota for NW Slice quota enforcement functionality is provided by NW Slice quota management functionality at central quota check NF.
· Alt #2: The NW Slice quota enforcement check is centralized at one network function in 5GC. Regardless of the amount of global quota the NW Slice quota enforcement functionality in a centralized model always enforces session control of all UE requests at one central quota check NF based on the available global quota of S-NSSAI,. There is only one NW Slice quota enforcement functionality. No local quota is provided by NW Slice quota management function.
NOTE:  The centralized or distributed NW Slice quota check is relate to one S-NSSAI. 
Apparently, the NW Slice quota check in centralized model does not require the distribution of network slice local quota. However, this option is infeasible to handle a practical scenario of a large amount of global quota of maximum number of PDU Sessions per S-NSSAI, e.g. the network at China. The amount of signalling and congestion at the centralized quota check point affects the quota checking and network operations. For example due to the congestion at the centralized quota check point, the PDU Session establishment request may be rejected even the PDU Session establishment request of an S-NSSAI is still allowed per the available quota. Also for a larger network, the centralized option may also mean the huge signalling traffic and delay as all checking need to go to one dedicated central point. The issues with a centralized model can be avoided by a distributed model.
To compromise the pro and cons of a distributed and a centralized model, a hybrid model is proposed as illustrated in the following figure.


Figure 1: A hybrid model of centralized and distributed quota check.
In a hybrid model, the distributed NW Slice quota enforcement functionality perform session control based on the available local quota at distributed quota check NF. One of the distributed NW Slice quota enforcement functionality also acts as a central enforcement functionality. The central quota check NF can also acts as the distributed quota check NF for other S-NSSAI. As shown in Figure 1, a distributed quota check mode can be adaptable to a centralized model. In case of a large network (e.g., a nationwide slice deployment with 1 million UEs covering slice SLA for S-NSSAI#2), local quota is distributed to NW Slice quota enforcement functionality at several distributed quota check NF instances by a NW Slice quota management functionality. Based on the local quota at the distributed quota check NFs, the enforcement of session control for the access requests from UEs is performed. In case of a small network (e.g., a local slice deployments for 10,000 UEs), no local quota is distributed to multiple NW Slice quota enforcement functionality. The global quota is kept at the central quota check NF, based on that, the enforcement of session control for the access requests from UEs is performed. For the distributed quota check NF, if there is no available local quota, it will communicate with the central quota check NF for further instructions, unless the central NW Slice quota enforcement functionality for the same S-NSSAI is also configured at the same quota check NF.
Proposal #2: To support both a large network (and/or many UEs) and a small network (and/or local slice deployment with not so many UEs), the hybrid model of NW Slice quota enforcement functionality is recommended for the normative phase. In the hybrid model, it includes
· A central NW Slice quota enforcement functionality for quota enforcement on session control based on the available global quota at the central quota check NF.
· The distributed NW Slice quota enforcement functionality for quota enforcement on session control based on the available local quota at the distributed quota check NF. If there is no available local quota, the distributed NW Slice quota enforcement functionality communicates with the central NW Slice quota enforcement functionality for further instructions, unless the central NW Slice quota enforcement functionality for the same S-NSSAI is also configured at the same quota check NF.
· The central quota check NF of an S-NSSAI can also acts as the distributed quota check NF for other S-NSSAI.
 
Open Issue #2: Which network function(s) in 5GC needs to perform NW Slice quota enforcement and management functionality?
In solution #5 and #9, the quota enforcement decision for PDU Session establishment/release at the enforcement function(s), SMF, is made per Analytics data of NWDAF. The analytics output is based on the event report from OAM or SMF.
In solution #6 and #7, the quota enforcement decision is based on the network slice local quota available at PCF. For the roaming case the primary PCF in the visited network can interact with the primary PCF in the home network, which can reuse or extend the existing N24 interface. 
In solution #10 and #11, all the requests for PDU Session establishment/release are decided by a central enforcement functionality located at NSQ (or NRF).
In solution #18 and #19, the quota enforcement decision is based on the network slice local quota available at one or more distributed quota enforcement functionality. Solution #18 proposes AMF for the distributed quota enforcement functionality and a new NF (SQM) or NSSF for quota management functionality. Solution #19 proposes new NFs (QCF and QEF) for quota enforcement functionality and quota management functionality. It is not suitable to handle the SM message at the AMF.
In solution #38, the quota enforcement decision is made by CHF, which is claimed to be based on the existing charging trigger and the S-NSSAI information included in the Charging information. However Solution #38 have several open issues to be further clarified, i.e. strongly SA5 dependency, (i) procedure/function clarification, e.g. whether CHF is suitable to maintain the association of PDU Session and S-NSSAI as there are no PDU Session quota for slice before? (ii) How to support roaming quota control; (iii) Additional requirement for CHF discovery/selection. So before SA5 charging expert is involved, it is impossible for SA2 to determine whether this procedure can work or not.
Compared to the AMF/SMF based quota enforcement functionality, PCF has no additional signaling by reusing the existing signalling interaction between SMF and PCF and less number of instances than SMF. Compared to the NRF based solutions, the PCF naturally support to store the dynamical information, i.e. the association between UE and S-NSSAI, which is NRF not required before. Also PCF has advantages of enforcing operator-defined policy for handling slice quota exceeding or exceptions or exemptions.
Proposal #3: The PCF is better to host/provide NW Slice quota enforcement and management functionality.

Open Issue #3: Which network function(s) in 5GC needs to perform NW Slice quota storage functionality?
This Quota storage functionality is used for global quota storage. It can be stored at the central quota check NF or UDR.  
Proposal #4: The PCF and/or UDR are better to support NW Slice quota storage functionality.
2. Proposal
It is proposed to capture the following changes vs. TR 23.700-40.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc50473331][bookmark: _Toc50539652][bookmark: _Toc54638285][bookmark: _Toc54638779][bookmark: _Toc54639661][bookmark: _Toc54935807][bookmark: _Toc50473330][bookmark: _Toc50539651][bookmark: _Toc54638284][bookmark: _Toc54638778][bookmark: _Toc54639660][bookmark: _Toc54935806]7.2	Evaluation on solutions of KI#2
[bookmark: _Toc50022787][bookmark: _Toc50022067][bookmark: _Toc50023436][bookmark: _Toc50024021][bookmark: _Toc50310090][bookmark: _Toc50021498][bookmark: _Toc50579822][bookmark: _Toc50725127][bookmark: OLE_LINK24]From all 13 solutions proposed for KI#2 (Solution #5, #6, #7, #8, #9, #10, #11, #18, #19, #32, #35, #36, #38), some may have a complete solution and some not. It is noted that Sol#35 describes a solution for KI#2 on a different aspect, i.e. considering a service type associated with the PDU Session to be established and use it for differentiation of service(s) and even for prioritization of granting a PDU Session when the status of slice is close to the quota limitation. Since Sol#35 could be put on top of any other solutions, Sol#35 is then not listed for comparison below.
[bookmark: OLE_LINK25]Looking at all these solutions for KI#2, we can summarize that there are three main functionalities for supporting quota management on the maximum number of PDU Sessions as described below.
-	NW Slice quota information storage functionality: This functionality is responsible for storing a NW Slice quota information, which includes one or more of the following information:
-	The maximum number of PDU Sessions for the S-NSSAI.
-	NW Slice quota management functionality: This functionality is responsible for managing and updating NW Slice quotas of the maximum number of PDU Sessions in a S-NSSAI, which includes one or more of the following functionalities:
-	Monitoring for counting, collecting and updating the number of PDU Sessions that have been established in a S-NSSAI that is subject to the network slice quota management.
-	Managing slice quota management for the distributed NW Slice quota enforcement functionality.
-	NW Slice quota enforcement functionality: This functionality is responsible for enforcing a network slice SLA, which consists one or more of the following functionalities:
[bookmark: OLE_LINK29]-	Accept or reject the PDU Session Establishment Request for the S-NSSAI by taking into account the network slice quota and the current monitored number of established PDU sessions.
-	In case of rejection, the function may provide a rejection cause and a back-off timer.
Centralized Quota check vs Distributed Quota Check: In a centralized quota check, the NW Slice quota enforcement functionality checks every new PDU Session request against the global S-NSSAI quota at one centralized quota enforcement point. In a distributed quota check, the local quota that is a subset of global S-NSSAI quota is distributed to one or more NW Slice quota enforcement functionalities and where every new PDU Session request is checked against local quota of one or more distributed quota enforcement points. Only when the Local quota is reached then the NW Slice quota enforcement functionality checks against the global quota for additional instructions.
NOTE:  The centralized or distributed quota check is relate to one S-NSSAI.
Editor's note: It is FFS whether the NW Slice quota enforcement functionality is distributed or centralized.
To compromise the pro and cons of a distributed and a centralized model, a hybrid model is proposed. In a hybrid model, the distributed NW Slice quota enforcement functionality perform session control based on the available local quota at distributed quota check NF. One of the distributed NW Slice quota enforcement functionality acts as a central enforcement functionality at central quota check NF.



Figure 7.2-X: A hybrid model of centralized quota check and distributed quota check.
In the hybrid model, it includes
· A central NW Slice quota enforcement functionality for quota enforcement on admission control based on the available global quota at the central quota check NF.
· The distributed NW Slice quota enforcement functionality for quota enforcement on session control based on the available local quota at the distributed quota check NF. If there is no available local quota, the distributed NW Slice quota enforcement functionality communicates with the central NW Slice quota enforcement functionality for further instructions, unless the central NW Slice quota enforcement functionality for the same S-NSSAI is configured at the same NF.
· The central quota check NF of an S-NSSAI can also acts as the distributed quota check NF for other S-NSSAI.
Table 7.2-1 below shows an overview of key impacts of all solutions and in particular where the above functions are placed in the 5G system.
Table 7.2-1: Key impacts of the solutions
	
	UE 
	RAN 
	5GC CN Impact
	Notes

	
	Impact
	Impact
	Existing NF (Note 8)
	New NF or new service operation in existing NF
	

	
	
	
	Information Storage
	Quota Management
	Quota Enforce
	Information Storage
	Quota Management
	Quota Enforce
	

	Sol#5
	Yes
	No
	NWDAF
	SMF, PCF (roaming case)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#6
	Yes
	No
	UDR,
PCF
	PCF
	PCF, SMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#7
	Yes
	No
	UDR, PCF
	PCF
	PCF, SMF(back-off timer handling)
	-
	-
	-
	(Note 1) (Note 5)

	Sol#8
	Yes
	No
	O&M, AMF
	O&M, AMF
	O&M
AMF
	-
	-
	-
	(Note 1) (Note 2) (Note 5)

	Sol#9
	Yes
	No
	UDM,
NWDAF
	NWDAF, CHF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	Sol#10
	Yes
	No
	-
	-
	SMF
	NSQ
	-
	(Note 1) (Note 5)
(Note 7)

	Sol#11
	Yes
	No
	NRF
	NRF
	AMF
	-
	-
	-
	(Note 1) (Note 5)

	[bookmark: _Hlk54087920]Sol#18
	No
	No
	[bookmark: OLE_LINK26]SQM(NSSF), AMF-
	SQM(NSSF), AMF--
	AMF
	
	-
	(Note 4) (Note 5)
(Note 7)

	Sol#19
	No
	No
	NWDAF
	-
	QCF
	QCF
QEF
	(Note 4) (Note 6)
(Note 7)

	Sol#32
	No 
	No
	SMF
	NF
	NF
	(Note 4)
(Note 6)

	Sol#38
	No
	
	CHF
	CHF
	SMF, CHF
	-
	-
	-
	 (Note 5)
(Note 9)

	NOTE 1:	Solution requires a UE to support a (new/existing) rejection cause and a (new/existing) back-off timer due to the network slice quota has been reached.
NOTE 2:	Solution has an impact on O&M to support either a network slice quota monitoring and/or a network slice quota distribution
NOTE 3:	Solution only addresses the aspect of back-off timer to be sent to the UE for network slice quota enforcement.
NOTE 4:	Solution does not describe whether the UE should be aware of a rejection cause due to a network slice quota has been reached.
NOTE 5:	Solution requires a change in both the H-PLMN and the V-PLMN to support a network slice quota management and a network slice quota enforcement.
NOTE 6:	No descriptions of roaming aspect.
NOTE 7:	Although the solution proposes a new NF, this new NF could be deployed together with existing NF. In such case, no new NF is needed.
NOTE 8:	Even when the existing NF is reused, the new NF service may need to be introduced.
NOTE 9:	Solution requires a SMF to support a (new/existing) rejection cause due to the network slice quota has been reached.



From Table 7.2-1 above, one can derive a commonality among those solutions as following:
-	No solutions require changes in RAN.
-	All solutions propose to store an information related to the network slice quota information in the CN and the UE is not aware of it.
-	All solutions propose to monitor the number of PDU Sessions associated with a network slice in the CN and to enforce the quota in the CN. Difference among those solutions are a) where to store the network slice quota information, b) where to place the network slice quota management and the network slice quota enforcement. There are two main approaches, one is to put them into an existing 5GC network function or introducing a new network function/new service operation to be deployed in the existing 5GC network function.
[bookmark: OLE_LINK30]-	Almost all solutions imply some form of interaction of the SMF or AMF with another function which performs the counting.
In solution #5 and #9, the quota enforcement decision for PDU Session establishment/release at the enforcement function(s), SMF, is made per Analytics data of NWDAF. The analytics output is based on the event report from OAM or SMF.
In solution #6 and #7, the quota enforcement decision is based on the network slice local quota available at PCF. 
In solution #10 and #11, all the requests for PDU Session establishment/release are decided by a central enforcement functionality located at NSQ (or NRF).
In solution #18 and #19, the quota enforcement decision is based on the network slice local quota available at one or more distributed quota enforcement functionality. Solution #18 proposes AMF for the distributed quota enforcement functionality and a new NF (SQM) or NSSF for quota management functionality. Solution #19 proposes new NFs (QCF and QEF) for quota enforcement functionality and quota management functionality.
In solution #38, the quota enforcement decision is made by CHF, which is claimed to be based on the existing charging trigger and the S-NSSAI information included in the Charging information. However Solution #38 have several open issues to be further clarified. It is impossible for SA2 to determine whether this procedure can work or not
Compared to the AMF/SMF based quota enforcement functionality, PCF has no additional signaling by reusing the existing signalling interaction between SMF and PCF and less number of instances than SMF. Compared to the NRF based solutions, the PCF naturally support to store the dynamical information, i.e. the association between UE and S-NSSAI, which is NRF not required before. Also PCF has advantages of enforcing operator-defined policy for handling slice quota exceeding or exceptions or exemptions.
This Quota storage functionality is used for global quota storage. It can be stored at the central quota check NF or UDR.
Furthermore, there are some other aspects that we could also draw some remarks, for example,
-	Rejection cause / Back-off timer: When a network slice quota in terms of number of PDU Sessions is reached, and a CN NF sends a rejection to the UE's PDU Session Establishment Request for the network slice. To suppress further signalling load for a subsequent request of the network slice, the CN NF may provide a back-off timer to the UE. It is up to the Stage-3 to determine whether a new rejection cause and a back-off timer or an existing rejection cause and a back-off timer should be used.
* * * * Second change * * * *
[bookmark: _Toc54638292][bookmark: _Toc54638786][bookmark: _Toc54639668][bookmark: _Toc54935814][bookmark: _Toc54638291][bookmark: _Toc54638785][bookmark: _Toc54639667][bookmark: _Toc54935813]8.2	Interim cConclusion for Key Issue#2
To avoid over-enforcement or under-enforcement, the NW Slice quota enforcement should guarantee the slice SLA enforcement at any time as accurately as possible. The available remaining quota should be based on real time measurement and not based on the analytics data.
To enable a 5GS to support network slice related quota on the maximum number of PDU Sessions, the following new functionalities in the 5GS are needed:
[bookmark: _Hlk52447725]-	Storing of network slice related quota information: If a network slice is subject to a network slice quota management on a maximum number of PDU Sessions, it is assumed that the O&M should have for this network slice a) the information of the quota of maximum number of PDU Sessions. To enable the network slice related quota enforcement, this information is configured and stored to one or more network functions in 5GC.
Editor's note:	It is FFS which network function(s) in 5GC needs to be configured to store the network slice related quota information and how it gets the network slice related quota information.
-	Managing and updating the network slice related quota on maximum number of PDU Sessions established in a S-NSSAI: This functionality is part of the 5GC and it manages the NW Slice quota of maximum number of PDU Sessions in a S-NSSAI, and updates the current number of PDU Sessions successfully established in the network slice subject to a network slice quota checking on a maximum number of PDU Sessions.
Editor's note:	It is FFS which network function(s) in 5GC should manage and updates a number of PDU Sessions successfully established in the network slice.
-	Enforcing the network slice related quota on the maximum number of PDU Sessions: This functionality is part of the 5GC and it controls the establishment of PDU session of a S-NSSAI subject to the quota management by accepting or rejecting the request. In case of rejection, the function may provide a rejection cause and optionally with a back-off timer.
Editor's note:	It is FFS which network function(s) in 5GC (new NF or existing NF) should enforce the network slice related quota on the maximum number of UEs, and how this network function in 5GC is aware that the quota on the maximum number of UEs is reached.
Editor's note:	It is FFS whether the NW Slice quota enforcement functionality is distributed or centralized.
NOTE:	Whether to use an existing rejection cause and back-off timer or a new rejection cause and back-off timer, this is to be determined in Stage-3.
To support the requirements of a large network (and/or many UEs) and a small network (and/or local slice deployment with not so many UEs), a hybrid model of centralized quota check and distributed quota check is selected for the normative phase. In the hybrid model, it includes
· A central NW Slice quota enforcement functionality for quota enforcement on session control based on the available global quota at the central quota check NF.
· The distributed NW Slice quota enforcement functionality for quota enforcement on session control based on the available local quota at the distributed quota check NF. If there is no available local quota, the distributed NW Slice quota enforcement functionality communicates with the central NW Slice quota enforcement functionality unless the central NW Slice quota enforcement functionality for the same S-NSSAI is configured at the same NF.
· The central quota check NF of an S-NSSAI can also acts as the distributed quota check NF for other S-NSSAI.
The PCF is selected to host/provide NW Slice quota enforcement and management functionality for KI#2.
The PCF and/or UDR are selected to support NW Slice quota storage functionality for KI#2.
* * * * End of changes * * * *
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